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The rapid advancement of artificial intelligence (Al) models has increased the demand for
high-precision, energy-efficient Al edge chips. The support of floating-point (FP)
processing is essential for high-precision neural network (NN) training and inference.
Nevertheless, it incurs higher energy and area overhead due to complex FP multiplication
and accumulation (MAC) operations. Digital compute-in-memory (DCIM) and
floating-point CIM (FP-CIM) [1-10] have emerged as a promising technique to enhance
energy efficiency with higher accuracy. Previous FP-CIM implementations [1-7] have
achieved good performance through various alignment schemes and computing
processes. However, as illustrated in Figure 14.3.1, implementing digital-domain FP-CIM
faces several challenges: (1) the difficulty of balancing FP-computation precision and
input reusability, as alignment operations are unfriendly to CIM structure; (2) large
performance loss or area overhead due to peripheral parallel-alignment schemes; and (3)
huge dynamic energy consumption of digital MAC circuits induced by low sparsity of 2's
complement (2C) negative weights, coupled with additional sign bit computation overhead
in digital CIM. This work presents a hierarchical Broadcast-Alignment-Non-2's
Complement MAC (B-A-N2CMAC) true FP-CIM macro featuring (1) a broadcast input and
embedded light-convertor structure to enable BF16/INT8 MAC operations with improved
input reusability; (2) an embedded area-efficient adaptive-alignment scheme with
dual-bit-serial MAC; and (3) a format-mixed N2CMAC flow to reduce circuit dynamic
activity and signed computation overhead. A 28nm 64-kb B-A-N2CMAC true FP-CIM
macro is fabricated to support FP-MAC operations with BF16 and INT8. This CIM macro
achieved an energy efficiency of 62.84TFLOPS/W@BF16 and 90.15TOPS/W@INTS.

Figure 14.3.2 illustrates the overall structure of the proposed B-A-N2CMAC true FP-CIM
macro, which includes 16 triple-stacked arrays (TS-As), a hierarchical input buffer, a
calibrated accumulator & quantizer (CA&Q), and peripheral circuits. Each TS-A computes
one output channel and comprises (1) an embedded serial input convert unit (ESICU), (2)
a 16-row x 256-column 6T SRAM array, and (3) a format-mixed non-2's complement MAC
unit (N2CMACU). Unlike previous true FP-CIM designs [2,3], global floating-point/integer
inputs (Gin) from hierarchical input buffer can be reused by 16 TS-As to maximize the
array utilization rate. Each Gin consists of an 8-bit parallel exponent input (Ein) and a 2-bit
serial mantissa input (Min). ESICU, which contains an align-signal generator (ASG) and
16 light-converters (LCs), is designed to achieve the local 2b-serial alignment of Gin
according to the readouts of exponent data from the SRAM array. This approach
eliminates the need for area-hungry subtractors and barrel shifters, compared to
traditional digital alignment methods [1,2,5]. To fully utilize the sparsity of negative weights
with small absolute values, an N2CMAC computation flow is proposed to enable
weight-mapping ~ with  sign-magnitude ~ data  format. In this flow, a
signed-floating-point/integer MAC is divided into an unsigned MAC and a compensation
performed in TS-A and CA&Q, respectively. The CIM macro supports four modes: 1 mode
for conventional read/write, and 3 modes for computation (BF16A, BF16B, and INT8).
BF16A and BF16B modes differ from the preserved bit-width of the aligned mantissa,
10bits for BF16A and 8bits for BF16B, which are sufficient to handle the target
CNN/Transformer networks.

Figure 14.3.3 illustrates the structure of ESICU and the embedded adaptive 2b-serial
alignment scheme. Inside ESICU, the ASG consists of 16 exponent adders (EAs), a
maximum value finder (MVF), a shift destination tracer (SDT), and 16 equality
comparators (ECs). The LC consists of an adaptive-reset register chain (ARRC), a
self-alignment controller (SAC), and an output select & inverse unit (OSIU). After the
generation of exponent sum and maximum sum value through EAs and MVF, each EC
compares the SDT value with the corresponding exponent sum (SUM[8:1]) and then
generates shift control signals (Shift0-15) for the LCs. The SDT value is first determined
by the maximum sum, and then it decreases by 1 each cycle. When signal Shift = 0, the
ARRC is in the “Store” state, sequentially storing the serial Min values; when Shift = 1, the
ARRC switches to the “Shift” state, sequentially outputting the previously stored Min
values (shifting two bits per cycle). The OSIU then generates OUT[1:0] and registers it as
local input Lin[1:0] for N2CMAC operations. The deployment of the proposed adaptive

2b-serial alignment scheme can reduce area overhead by 36.23%, compared to
traditional subtractor and barrel shifter circuits-based alignment schemes [1-6].

Figure 14.34 illustrates the detailed implementation of format-mixed N2CMAC
computation flow, along with the memory bank configuration and waveform for 3
computation modes. Unlike the previous 2's complement-based MAC operations [11-13],
weights are stored in the TS-As with sign-magnitude format. Format-mixed N2CMAC
computation flow computes MAC results of 2's complement inputs and sign-magnitude
weights, with the output in 2's complement form. The computation flow consists of 4 steps.
Firstly, the hierarchical input buffer provides Gin, including 8b parallel Exp (BF16A/B
mode) and 2b serial Man/IN (BF16A/B and INT8 mode). Secondly, the LC serially
converts Gin, performing serial alignment (BF16 mode) and input sign inversion
(BF16/INT8 mode). Thirdly, the digital multiply unit (DMU) multiplies Lin with the
sign-magnitude weight, and the results are accumulated in the channel-wise adder tree
(CAT). Finally, the CA&Q then sums the output of CAT over multiple cycles to generate
PMACYV, which is calibrated by adding the pre-set compensation value in the accumulator
to obtain MACV (20b for INT8, 23b for BF16A, 21b for BF16B). Because the sign bit of
the 2's complement Lin[m-1:0] is inversed, converting it into an m-bit unsigned number
({~Lin[m-1], Lin[m-2:0]} = Lin[m-1:0] + {1,(m-1)'b0}), which is then used in the MAC
operation with weight magnitude, the overhead of sign-bit computation is therefore
reduced. Furthermore, since the compensation value is only determined by weights, a
23b compensation value can be computed by two additional cycles or pre-set offline and
shared across multiple cycles. In this work, memory bank configuration is achieved
through the MUX shared by adjacent columns. In BF16 mode, a staggered mapping
scheme is used for exponents and mantissa, while in INT8 mode, the column select (CS)
functions as a column decoder, increasing the storage-compute ratio (SCR).

Figure 14.3.5 presents the performance of the proposed schemes. The serial alignment
and serial MAC scheme proposed in this work achieves 3.83x, 1.56x reductions in area
overhead and 1.71x, 1.20x reductions in power consumption compared to previous
parallel alignment with parallel MAC [6] and parallel alignment with serial MAC schemes
[1,2]. The proposed N2CMAC computation flow saves computing cycles in different
networks with varying input precisions, a 19.80%/16.50% reduction for 8b/10b input on
the ViT (DeiT-S) @ImageNet. Due to the utilization of sign-magnitude format weights, the
sparsity of negative INT8 weights is significantly improved, showing a 1.83x increase in
ResNet50 compared to the 2's complement format. The format-mixed N2CMAC circuit
designed for this computation flow achieves 1.96x, 1.25x, and 1.18x lower power
consumption, latency, and area overhead compared to traditional 2's complement MAC
circuits.

Figure 14.3.6 presents the measured test chip results, fabricated using a 28nm CMOS
technology via a 64kb B-A-N2CMAC true FP-CIM macro. For MAC operation in BF16B
mode, the measured MAC access time was 5.4ns @0.9V for BF16 inputs and weights,
with FP32 outputs. The maximum energy efficiency and area efficiency are measured to
be 62.84TFLOPS/W and 697.17GFLOPS/mm2 for BF16 MAC operations from a
0.55-0.9V supply running ResNet50 @ImageNet. Compared to prior SRAM CIM macros
[1-5], this work improves the IN x W x memory density x Norm. energy efficiency x output
ratio FoM by 1.93 — 116.90x. This work can achieve 79.818% inference accuracy when
employing ViT @ImageNet. Figure 14.3.7 shows the die photo and chip summary table.
All input/weight sparsity and toggle rates are bit-level and all simulation and
measurements are obtained at room temperature (300K).

Acknowledgement:

This work was supported in part by the National Science and Technology Major Project
under Grant 2022ZD0118902, in part by the National Natural Science Foundation of
China under Grant 92264203 and Grant 62204036, in part by the Key Research and
Development Program of Jiangsu Province under Grant BE2023020-1, in part by the
Postgraduate Research and Practice Innovation Program of Jiangsu Province under
Grant KYCX23_0344, and in part by the Fundamental Research Funds for the Central
Universities under Grant 2242022k60009. The corresponding author is Xin Si
(xinsi@seu.edu.cn).



I : N
Challenge 1 CTRL | Hierarchical Input Buffer { Paralel Bb-expoTannolgcnnrau control u?nau . i
] | Eol _Eun, Ensl s
Precision loss of share-float CIM[1] | | Solution1: Broadcast input, embedded alignment | | Input reusability issue of true FP-CIM[2,3] | Globalin G #0(GBL) _ Gin#l__+ + « i ! .. @ !
i — ! T T ! '
H ! r r Without Sumy, Sumss, ]
| o i Embedded Serial Input Convert Unit (ESICU b St i
I @ [ ‘ﬁl@ | !bl sy | 8y | Suptsctor !
B | HI i Align-signal Generator (ASG) ® L 1 - e
2 E B ] L3 2, L3 D L2 & ! Ming{1:0] Minyg[1:0], ) H
F = P LN . LS |
i : 2= | W] [ o[ o D o :
5| | E [ e} (W] |3 : . i i P i 0] ineft ] '
< 2 g ool .
' ] H ST SRAI Avray ({Gbanks x Torows » Tocoumns] 3 | oo sitr___ Local 2-seiaalgnment & Sign inverss |
! @ (G H 3 ~ =
' By 1 . Eqs[7 N N2CMAC Preset compensation value ||
; i 5 Bank #1 £ i
L H : £ e
Precision loss caused by separate | Atrue FP-CIM architecture with improved Difficult to reuse input for E-M separated | z b 16160 | |-+ Bk § | of| Seralzscomel | gaue cyctes || el |
® | ® | (i s Input nverse !
input and weight alignment H input reusability ‘mapping and routing limitation i i welghts) #15 S ! ader] '
] @ |
o3 = ' E 1
P s | MAC with ry
Challenge 2 Challenge 3 % I R P B
Large overhead of previous FP 3.1 Lower sparsity leads to higher toggle rates 4 g | L ipdating weights '
i INT8 @2' complement 8 3 | 125 Complamen St
; e | X e | H w i o o b ||| B | ] D010 s veores o
\ ' - Sy = [Cwottiptier | [ muttiptier | <« « [ multiptier | B | =nNENm20) W20+ SN 20pWin20
U |18 mcnty Produt 1= 10 0-»10 0000000001 1 it oggle Tioo Tho M E |1 Sr20am) s Ju020L." s gneamac
UL LR PodZ= 10D 00D 11T 10k goe [ Channel-wise Adder Tree (CAT) | | Example:m=4,n=4, 1= OMY dtormined by waights ®
CIM Array (MAC) CE L] 0" is more immune to toggles! c ixed Non2's WAC Unit ! 100(-4) x 1010(-2) + 0111(+7) x 0001(+1)
\ 3.2 Signed computation needs extra overhead . | =1011x010+ 1111 001 - [00011<<3) + 01 =\10f)00v11v
| [0) Triple-stacked Array (TS-A) #0 l__ Sign .
< Cycle E2Unsignod INT Extra circuit - Py =
{77 Forbitparalel MAG: ' op7 s @ Exracyde © " Schemels] i ] : ey ! BF16 Mode (A/B) INT8 Mode
H 000000
H ,288888 ay I scheme(t] | |4 — 111 - | Input Butor [ Paratlel 8b Exp, sorial 26 ManiN | [ seriat 20N |
| essess Ve | 2 . 581 § [0 P Triple-stacked Array #15 H ¥
! @ L ares overhaadfor @ Incompatiblebitflow : o 0 o g oo 3 1 esicu [ Localaignment & Sign inverse | [_signinverso |
H 3.4) 2. converter(2] | 8bit Input (I XEDXEAX X T X Normal 10 | : ¥
Solution2: Serial alignment for serial MAC Solutlon3: Formatmixed computation i naomacy [ Naowac (sacyches) | [ Nzc:mc ]
1. Compatible with ) - . i ight- i
SoalHAC schome omamy s ot 1. Higher welght sparsity weigh SSRAMA"zZ“ el |2 3 @Featurei A broadcast input and embedded light-convertor structure | | ‘Accumulation & Quantization | | Accum. & Quan. |
| Toput m out™! 2. Without extra sign overhead I @) Feature2: An area-efficient ad tscheme | CASQ e
2.Save area & eneray | [Embodded aignment || | ! N 33 € N | Compensation 11 Compensation |
overhead for alignment -t i 2 [ Format-mixed MAC < (3) Feature3: A format- d non-2's flow ____ oy

Figure 14.3.1: Design challenges of FP-CIM, and solutions of this proposed = Figure 14.3.2: Overall structure and key features of proposed B-A-N2CMAC true

work. FP-CIM macro.
A . . Fi t-mixed N2CMAC ion flow and circuit
— Align-signal generator (ASG) based on Esum — ———— Light-converter (LC) for input conversion et Driver: T Tl T6%5 soa e ]
oo e bl Ll e e, Operation [ nput Driver: 16x8b parallel exponent, 16x2b serial mantissa
2 Adaptive Reset REG (ARR) truth table Module T I
INPUT ourpur | ML YRS Controber (SAC) BF16 T8 [TSAHS 23 1
11100011 | [ Em=11100010] .. . [ s = 11700000] ] O = f ?
T T P CH O D G o =t inputDriver|  S0PaAlSIER |y oy | Triple-stacked Array I}
A ool A 0 x 0 0 reee] 20 serial Man c# T s
h 71070700 11010011 41 11010010 30 0 x 1 1 [Man. align to 8/10b L Lin=IN
{wenon [} EHP Sl i} v‘ i} v awr = o ok . fan. align t0 8/10b Lin| _Lin -
Maximum Value Finder (WF) O B I a e Light- Input sign inverse
11 x 1 - Converter [~ 2= e » 7P mods (dden 1]
10 x 0 o] (LC) |G i Lin) Lins2] L] Next A o
ot s |G, Lins Linf7:6] Linfs:4) Linf32) Linft:0] . .
{ e 0 Leading ‘1’ restoration] aee #5
H . : = E . 10,129 =6, =8 ©00
{ Pt = DMUBCAT |W = {Sign, 1, M[6:0})|W = {Sign, M/E[6:0]}| ‘Digital Mulliply Unit #0
i @
1 : g St - Output Seect & Invarse Uit (OSI) T o S(osis) S0 ¥sie) 561 £0)
| f o — qa a5 aig S 5
s R — T[], Lin{m-20) x Win- Channel-wise Adder Tree (CAT)
gt T T T Lightconverter saves 33.76% area o e x’" LT A =) = Sl F
i EEEJI'Y comparator saves 40.80% area compared to 8b subtractor: compared to barrel shifter oup Y oup) se Calibrated | * S0, Linfm-2.0]x Win-20] v Vo2 Calibrated Accumulator
R S ) S ) B ) B 2 S | e o i o W W o W L R B T ——— k ekt -Naloe2  alue2
ST XX X X T X . | | e | it L e s ) W20 1) {320
poad W e — = Slinim10]x Wi 1] e
shity lsumsr | ot 1 Vr20j 20]=3 x Value
Shifty Sum=[SDT P2 — T\ T i y pdating weights) | Cyclo2: Sigr , Linsa[ 10111
shits w07 T\ || e\ T X 000 X000 X W0 X K T ! SWI20f<(m-1) + SWin 20] b PACKEZIL R 0201 200 Win2)
cycle Before shif: store input data_}+— During shift: it yclo—», i T W =3x Valuel - 3 x Value2
Example of ESICU work flow in BF16 mode - — — Memory bank configuration in different modes Waveform in different modes
) Py (SDT = 11010100) (7 > Py(SDT=11010011) (7 > P,(SDT=11010010) (7 %> Py(SDT=11010001) (7 | » W GBLE GBLBE| |GBLM GBLEI INT8 Mode & BF16B Mode
Mo alignment based on Exen ¢ ° oo BF16 Mode: CS-=1, A0
101100011 001110110 110001111 101100011 001110110 110001111 101100011 001110110 110001111 101100011 001110110 110001111 ‘select mantissa column g CLK
2 1011000110000 0 ARRc:Siwe ARRC:Store ARRCStoe ARGt ARRCSxe ARRCIsSiore ARRCISift ARRC St ARRCsStore ARGt ARRC:Shit ARRCicSt for NZCMACU r .
i g ot i O o Yo eEy e comn e hgher WIS ac S Ao
Mas 110001111 o = storage-compute ratio — - . BF16A Mode :
Po P1 P2 Ps Py . 1 Staggered mapping " [ e g Lin (o0 X 77X T ) E
BF1GAmode Ty Hol 1T o, \ \ with less RC < Compensaton »e———— Seyelo MACH—————!
‘Align Ms to 10b for 6 periods  Cpos ! ] [} : \ [} 5 compared to [4]  Column Select (CS)—\0 1/ MAC (X XPMACV:XPMACY:XSef compen. & Accumuate for S cycles X
MUXH->1 WUR=0 WX MU=t wog= okt muxso MUF= MUk
BF168 made ¥ ¥ g QMUXET ggMU QWMUKET (MU
Hanth o fbfor dpeicds OUTo=00 OUTi=T0 oumasor F1 ) ’ Ty : A . . . . .
epsiSipineco BN ouro= o= wilowrs =i} outezwlowr= allours2nll oute2ofoun=oifowTs= v Figure 14.3.4: Implementation of format-mixed N2CMAC computation flow, and
Figure 14.3.3: Detailed schematic and work flow of ESICU. memory bank configuration & waveform for different modes.
— Overhead of various alignment and MAC schemes — —— Benefits of the proposed computation flow —— Test Sch i Shmoo Plot
c ion cycles i Sparsity i 7 BF16, BF16, FP32 (BF16B mode)
] Parallel alignment + Bil-parallel MAC[6] Weight tationary data fow) MNegatve weights) [ Pc [[__Oscilloscope ] ( )
1 Parallel alignment + Bit-serial MAC[1 2] voes]  Jowt m
[0 Serial alignment + Serial MAC [0 Extra sign oydle computation flowlf] | [ 25 D -
B 5 1 Proposed N2CVAC tow| |3 M FPGA Chip 5.4ns @VDD=0.9V
x246 |[x383 rocessing Systan (B8} | «—— 66ns@voD08v
- ResNet50 @mageNet  VIT @mageNet  ResNet50 @JmageNet e CLK test
x1.43 [ |x1.71 o P B.ANCMAC 9.0ns @VDD=0.7V.
.3 15 1 15.4; 16.50% oPU FEnde - o1 True FP-CIM
£ x1.20 3 z 5 fue PP 13.8ns @VDD=0.6V
< - 3 3 SEINE I Macro
3 R B
52 1.56 TE|e =) 3
s X1 3 3
g S > S 4 Progammatle Logic FL)| |2 -
: e 5 1]
1 05 [|2 | oo |
E RAM FIFO
H E ot SRAM Buffer [ |
0 0 o — 42 54 66 78 90 102 114 126 138 160 162
Areaoverhead Power Consurplion 8binput 10b-nput  8b-input 10b-input I8 BRIO Access time (ns)
—— Weight distribution and MAC energy ———— ~ Improvement of the proposed format-mixed N2CMAC ~ —— Area& energy efficiency @BF16B —— ———————————— Position Chart
- 120 .
25 complement | Sign-magnitude ——Weight distrioution | ||:| Power consumption [N Latency [ Area overhead —*—Eneryy eficioncy’ _—a—Arwa efiiency [
= oo o5 CZBATFLOPSW 697 17GFLOPSITm?, 10 - *116.90
Energy saved by higher 20 s > Y This work
10 bitlevel sparsty 0.09 18 %1.96 5 g = @ 1SSCcC23[1]
7260 \Eneray saved by eiiminating] 0.08 9 g 59 600 g F A 1SSCC242]
© 08 sign-extension 007 £ 16 2 i = 12]
g 1% wr 1o g 14 Es s00 & L) 4979 O 158CC23[3) o
2 t e 3 2 z 2 s V 1SSCC24[4]
S 06 k2 {0055 €12 2 S g N ;
£ =400 § 310 S 47 403 s f——| @ 1ssccazs
04 & £ € 5
0 g = = 2 2 v ‘
02 002 % 3 Ba a0 2 X
001 =06 2 3 0
o : o o ® 055 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0 5 100 =0 0 = 0
403224 16 -8 Va?ue 8 1624 32 40 002 -0 0 Input precision x Weight precision
“Average energy for MAC simulaled wih 75% input oggles Mulliplier and adder ree Proposed format-mixed “Measured with real case: 80%input sparsity, 10% nput FoM = Input precision x Weight Precision x Output ratio
“*Actual INT weighls @ResNel50 for 2s complementformat  N2CMAC circuit toggle rate, real weighs @ResNet50 & ViT. * Memory density »Norm. area efficiency x Energy efficiency

Figure 14.3.5: Simulated performance of the proposed CIM macro. Figure 14.3.6: Measurement results and FoM comparison to prior works.



CHIP SUMMARY

Technology 28nm CMOS
Cell structure 6T+ESICU&N2CMAC
Macro size 64Kb
Macro area (mm?) 0136
Input precision  (bif) 8 BF16
Weight precision (bif) 8 BF16
Output precision (bif) 20 FP32
Supply voltage (V) 0.55-0.9
Oufput ratio 1
Access time (ns) 48 5.4/6.8

Memory Density

470.59
(Kb/mm?)
Measured with worst case under 0.9V. Worst case: 25%input
sparsity, 50%input toggle rate, 15%weight sparsity. Energy eficiency
2Measured with real case under 0.55V. Real case: 80%input (TOPSM) 195 47.200.15 117.83-%2.84
sparsity, 10%input toggle rate, real weights @ResNet50 & ViT. (TFLOPS/W)
2Software baseline is 76.140%
“Data-efficient Image Transformer-Small (DeiT-S), software o
beselne s 79.834% (L"Rbe’;’,;‘gema"@fll‘rf:yem 76030 76.130176.130
sSoftware baseline is 57.974% 9
Inference accuracy (%)
(VIT @mageNe) 79.806/79.818
Inference mAP50 (%)
(YOLOY8 @COCO) 56.968 57.970/57.973

Figure 14.3.7: Die micrograph and chip summary table.
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